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Abstract

In this work, we describe an approach for human finger motion and gesture detection using two cameras. The target of pointing on a flat monitor or screen is identified using image processing and line intersection. This is accomplished by processing above and side images of the hand.

The system is able to track the finger movement without building the 3D model of the hand.

Coordinates and movement of the finger in a live video feed can be taken to become the coordinates and movement of the mouse pointer for human-computer interaction purpose.

1. Introduction

In the past few years high technology has become more progressed and less expensive. With the availability of high speed processors and inexpensive webcams, more and more people have become interested in real time applications that involve image processing.

Vision-based hand tracking is an important problem in the field of human-computer interaction, since hand motions and gestures could potentially be used to interact with computers in more natural ways. A number of solutions have been proposed in the current literature, but the problem is still far from being solved since interactive applications require that the hand tracking is performed in real-time.

This work presents the implementation and analysis of a real-time index finger tracking system that can be used for interaction purposes. The system uses two low-cost web cameras one mounted above the work area and facing downward and the other on the side of the working area. In real-time, the system can track the orientation of the index finger without the use of special markers or gloves and without building the 3D model of the hand.

2. Related Work

With the growth of attention about computer vision, the interest in human-computer interaction has increased proportionally.

Human features and monitoring devices were used to achieve Human-computer interaction, but during our research we were interested only in works that involved the use of the index finger of the hand.

Previous work in the visual analysis of gestures may be categorized according to many criteria. These include the modeling used (eg kinematic, statistical, template based, stick figures, blobs), sensor modality (infra-red, visible light, range), tracking space dimensionality (2D or 3D), number of sensors, sensor mobility and sensor placement. Explicit shape models are widely used in 3D tracking, as kinematic constraints and known target types facilitate the quantification and analysis of three dimensional movements [3].

From an interaction perspective, most of the hand tracking work to date has focused on 2D interfaces. In [8], a finger was tracked across a planar region using low-cost web cameras in order to manipulate a traditional graphical interface without a mouse or keyboard.

Similarly, in [9] infrared cameras were used to segment skin regions from background pixels in order to track two hands for interaction on a 2D tabletop display. Their method then used a template matching approach in order to recognize a small set of gestures that could be interpreted as interface commands. However, no precise fingertip position information was obtained using their technique.

Recently, some studies of integrating various cues such as motion, shading and edges were proposed.

3. System Overview

The following sections describe the implementation details of the finger tracking and gesture recognition system, which is primarily based on real time hand tracking presented in [6]. The system can extract the 3D position and 2D orientation for the right hand index finger.

4. System Structure

In order to detect the orientation of the index finger for the hand we need to do some preprocessing operation on each image.

4.1. Background Subtraction

The first phase of the tracking system involves separating potential hand pixels from nonhand pixels.
Since the cameras are mounted above a non-moving workspace, a simple background subtraction scheme is used to segment any potential foreground hand information from the non-changing background scene.

4.1.1. Grayscale Filter. We convert all captured images into grayscale images.

4.1.2. Threshold. For each pixel in frame $i$, we compute the foreground mask image $If$ (for each camera) as:

$$If = \begin{cases} 
255 & \text{if } |l_i - l_b| > \mu b \\
0 & \text{otherwise}
\end{cases}$$

where $\mu b$ is a fixed threshold to differentiate foreground data from background data. The resulting $If$ image is a binary image.

4.2. Region Extraction

Now that the skin region has been detected, we must determine which regions correspond to the hand. It is possible that small noisy regions will still be present after background subtraction, but we assume that the region corresponding to the hand will be the largest.

4.2.1. Blurring. Since our attention will be at the orientation of the index finger and we are not concerning in the exact shape of the hand, we will apply a blurring filter on each captured frame. This process will close small holes and smooth the edge of the hand which make it easier for incoming operations.

After applying the blurring filter we apply a threshold operation on each frame to get binary images representing the hand region.

4.2.2. Edge Detection. We apply edge detection technique (Laplacian filter then image subtraction) to get the edged image of the hand.

4.2.3. Contour. After we get the edged image we can easily get the contour of the hand by scanning the
images and following the edges using Rosenfeld and Kak algorithm for edge detection.

All the following mathematical operations will be done on the contour image.

Figure 7: Contour image

4.3. Feature Extraction

4.3.1. PecK Detection. We attempt to find pixels that represent peaks along the contour.

All the previous processing steps are exactly the same for both above and side images, but in this stage we have two strategies

1. Above Image: For these images we will assume that the finger peak will be at the pixel which has the most value on the y axes (vertical axes).

Applying this strategy may yield to more than one pixel have the same y value, the algorithm returns the first one and that may not be the correct peak. Incorrect peak detection may also happen if we get the pixel with the most y value, but it is still may be incorrect because of the pervious processing steps we have done till now. And since the correct detection of the peak is important for correct gesture recognition we should improve our algorithm, for this reason we will take all the pixels which has the same y value and some of the surrounding pixels on the edge according to their distance of the most y-value and then get the average y value for all these pixels and we assume that the x value is in the middle of the finger.

2. Side Image: We will apply the same strategy for the above images except that we will take the pixels that have the most value on the x axes (horizontal axes). Then we will approximate these pixels to get a better estimation of the peak.

2. D2 Gesture Recognition

In order to get the 3D orientation of the finger we will divide the problem into two simple sub problems, we will get one image from above of the finger, and another one form the side. Then we calculate the orientation from each image alone, this gives us two orientations: one that represents the horizontal orientation which we get from the above image, and one representing the vertical orientation which we get from the side image. Combining these two orientations gives us the 3D orientation of the finger.

4.3.2. Finger’s Line. We will represent the orientation of the finger as a line. To get this line we should have two points, one of them we have already has which is the fingers peak.

For simplicity we will assume that the figure has an average length and width. We have two cases:

1. Above Image: We take the two pixels (p1,p2) that position at the middle of the finger by taking the middle value on the y axes of the finger contour, then the point will be positioned at

\[ p(x, y) = ((p1(x) + p2(x))/2, p1(y)) \]

Now we have two points, we can calculate the equation of the finger line as:

\[ y - y1 = tg\Theta(x - x1) \]

Where \((x1, y1)\) is the position of p1, and \(tg\Theta\) is the tilt of the finger from a vertical axes

\[ tg\Theta = (y - y1) / (x - x1) \]

2. Side Image: We can apply the same technique we use for the above image to get the line that represents the orientation of the finger in the side image, the difference is in the points we choose to get the line equation:

The first point is the peak and the second point is taking from two points (p1,p2) that position at the middle of the finger on the x axes

\[ p(x, y) = (p1(x), (p1(y) + p2(y))/2) \]

And the line equation will be the same.

\[ y - y1 = tg\Theta(x - x1) \]
4.3.3. Finger’s 2D Orientation Detection.
After we get the finger line from both images it becomes simple to get the orientation for the finger in each image, then extracting the 3D orientation.

The orientation from both images is the same as the tilt of the finger line.
Since the line equation we get is:
\[ y - y_1 = t g \Theta (x - x_1) \]
The orientation of the line will be: \( t g \Theta \)

4.4.3D Gesture Recognition

The final step is to extract the 3D orientation from two 2D orientations.

The above image gives the orientation on the x-axes, while the side image gives the y-axes orientation. Combining these two orientations we can conclude the 3D orientation.

4.5. Screen Intersection

After we get the 3D orientation of the finger we should get its intersection with the screen. The position of the intersection point depends on the finger’s orientation and the distance between the hand and the screen.

Since we have the line equation that represents the finger’s orientation, we can calculate the intersection as follows:
From the triangles (abc),(bde) in figure (11) we get:
\[ t g \Theta = (d(y) - b(y))/(d(x) - b(x)) \]
\[ tilt = t g \Theta \]
\[ \Theta = a t a n(t i l t) \]
\[ a c = b c \times s i n \Theta \]
We can apply this technique to both above and side images the same way.

4.6. Finger Tracking

The tracking process is established through applying the above mentioned operations on each captured frame and calculating the angle for each finger’s line in each frame, then combining the resulting 2D orientations to get the 3D one.

5. Results

The program was tested by different people and the results were very promising; the following conclusions were made based on the experiments that were held.

In detection mode the finger’s peak was detected accurately when the hand is not rotated more than 45° around the y-axes –the vertical axes- for the above images, and not rotated more than 45° around the x-axes –horizontal axes- for side images.

In tracking mode the results were very robust when the frame rate is 20 fps and higher.

For the detection and tracking to be accurate and robust the lighting conditions must be set so the light is frontal in a way that it will spread evenly on the working area, because side or above light will cause false hand region detection and will effect the tracking process.
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